
1 INTRODUCTION

I N mobile and pervasive computing environments, under-
standing and measuring users’ quality of experience

(QoE) is an important and challenging task [ 8], [17], [22],
[41]. There are several stakeholders who are interested in
understanding what users think and perceive about the ser-
vices being provided to them in terms of new products and
applications [ 8]. For example, telecommunications opera-
tors want to understand how to minimize network churn
by providing better services to the users. On the other hand,
network engineers require the knowledge about underly-
ing network conditions affecting users’ QoE for user-centric
network optimization.

Users’ QoE about a particular technology, network ser-
vice or an application depends on their expectations, on
their cognitive, psychological and behavioural states and
network parameters which vary with time and under differ-
ent context and situations [ 8], [12], [17], [22]. For example,
Jumisko-Pyykkö and Hannuksela [ 21] shows that users’
QoE may differ in laboratory and real-life user environ-
ments. It is widely assumed [ 17], [21], [
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reducing the cost of services, users will be satis�ed with the
services provided to them. It is argued by [ 17], [21], [22],
[41] that QoS provided by the operators may not correlate
well with users’ QoE. For example, consider a statement
posted on the Apple forum: 1

Example 1. “I am having the same issues as everyone
else...Phone shows 5 bars on "4G." Makes calls and texts just
�ne but no imessage or internet (safari as well as any other
apps that require connectivity). Right now the two things I
puting environments, users’ behaviour is dynamic as they
use applications or services in different scenarios. Thus,
for QoE measurement and prediction, it is important to
consider parameters related to users, their device(s) and
environment along with network QoS. For example, infor-
mation such as user’s moods, screen size, social context,

1. https://discussions.apple.com/thread/3437795?start=180& tsta
rt=0. Retrieved 11/07/12 .
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Fig. 3. Bayesian network representation of context spaces model.

context attributes taking numerical or non-numerical values
in an acceptable range. For example, context attribute, delay
(at

delay), can take a value in the range of0 to 150 for con-
text state “user satisfaction is excellent”. On the other hand,
at

delay takes a value within the range 450 to� for context
state “user satisfaction is poor”. Situations can be de�ned for
users such as “users’ overall QoE is fair” or for the network
such as “a network is congested”.

To design an experiment for QoE measurement, stake-
holders can think about context attributes such as at

location,
at

delay and at
packetlossthat affect context states such as St

US

and St
TA and possibly, the overall situation Rt

QoE. To reason
about situations, several machine learning techniques such
as Bayesian networks (BNs), fuzzy logic theory (FLT) and
Decision Trees (DTs) can be applied. For QoE measurement,
we need to deal with users’ subjective ratings re�ecting
their behaviour and expectations. Thus, it is imperative to
choose techniques that provide naturalistic way of thinking,
representing and reasoning about situations such that it is
easier for the stakeholders to model, measure and predict
users’ QoE.

In this paper, we consider BNs as they can learn ef�-
ciently from user ratings and can deal with uncertainty
caused by scarce and sparse data. Further, BNs can handle
both numerical and non numerical data. Unlike DTs [ 24]
and random neural networks (RNNs) [ 35], BNs can incor-
porate experts knowledge in the form of domain knowl-
edge. Compared to FLT, BNs do not require formulation
of explicit rules to reason about situations. BNs can be
extended to dynamic Bayesian networks (DBNs) to rea-
son about situations over time. Last but not the least, BNs
can be used with utility theory to make decisions under
uncertainty [ 19], [36]. We now show that BNs can be used
to model human behaviour effectively in uncertain mobile
computing scenarios and can be used for QoE measurement
and prediction. A BN is de�ned as follows:

DeÞnition 5. A Bayesian network (BN) is a directed acyclic
graph (DAG) where, random variables form the nodes of a
network. The directed links between nodes form the causal
relationships. The direction of a link from X to Y means that X
is the parent of Y. Any entry in the network can be calculated
using the joint probability distribution (JPD) denoted as [36]:

P(xi , . . . , xn) =
n�

i= 1

P(xi |Parents(Xi)) (2)

where, parents nodes Xi, is the parent of node xi . Fig. 3
gives the BN representation of the CSM [31] shown previ-
ously in Fig. 2. As can be seen in Fig.3, there is a strong

Fig. 4. Bayesian network for QoE inference and prediction.

resemblance between CSM and our BN i.e., the concepts
of CSM such as context attributes, context states and situ-
ations are represented as a DAG. This model presents a
rich description of how context attributes are related to
context states which are subsequently related to the situ-
ations. This can be seen ascausal modelwhere the arcs from
context attributes to context states represent their effect on
the context states. Also, the arcs from context states to the
situations suggest that they cause a particular situation to
occur. It can be appreciated that N number of context states
and attributes can be added to this BN. This is bene�-
cial when multiple QoE related context states need to be
inferred together.

Fig. 4 shows a simple BN for QoE inference and pre-
diction. At the lowest level, values for context attributes
such as bandwidth ( at

bandwidth) and location (at
location) are col-

lected. At the intermediate level, context states such as
technology acceptance (St

TA) and user satisfaction (St
US) are

inferred. These states are represented as“hidden nodes”as
we do not observe users’ intention directly [ 42]. The top-
most state is the situation (Rt

QoE) which is also a hidden
node. It is used to determine the overall QoE situation of
users and is dependent on context states below it. There
are several other possible ways of constructing a BN such
as a naive Bayes model or a more complex model built on
causality [19], [36]. It is worth mentioning here that causal
relations between the nodes of a BN may sometimes be
dif�cult to be de�ned by stakeholders. One test to check
whether two nodes (say, node A and node B) are related
is: if someone �xes the state of a node A, and if that does
not change the belief of node B then, A is not a cause of
B [19]. For example, let us consider a context attribute at

delay
and a context state St

US. If a change occurs in the value of
at

delay and it causes some changes in beliefs ofSt
US, it means

both nodes are related otherwise they are not. For the sake
of brevity, we do not discuss creating various BNs in this
paper. Interested readers can refer to [19], [36] for thorough
discussion on this topic.

Each discrete node in a BN has a conditional probabil-
ity table (CPT). In case of continuous nodes, conditional
probability distribution (CPD) is de�ned. Usually Gaussian
distribution is considered but any other distribution can be
considered [36]. The CPTs can be learnt from the data or
can be de�ned subjectively by the �eld/domain experts.
In some cases, setting of CPTs may be quite challenging
even if robust statistical models are present. In such cases,
the maximum entropy methods can be used with BNs to
assist experts in �tting the CPTs in a BN more precisely [ 40].
Stakeholders can also use structural learning algorithms
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Fig. 5. Bayesian network (BN1) and utility nodes (shown as diamond
nodes) to determine context states such as �user satisfaction� and
�technology acceptance� and the situation state (QoE).

such as structural expectation maximization and Markov
chain Monte Carlo [28], [36] to create a BN which will re�ect
the relationships between context attributes, context states
and the situation. For now, let us simply assume the model
shown in Fig. 4. We will show in Section 4 that a simple
model can be used to infer and predict QoE situations with
accuracy greater than 95%.

As discussed previously, there can be N context
attributes belonging to M QoE states. Using Eq. 2, con-
text attributes such as at

bandwidth and at
location can be used to

infer context states St
US and St

TA. Similarly, M context states
can be inferred simultaneously without the need for a pre-
cise mathematical model. Once we have inferred all context
states, these can be fused together to determine the over-
all QoE. By fusing, we mean to determine the probability
distribution of QoE states and then computing a numeri-
cal value that determines the overall QoE. As our aim is
to determine QoE on a single scale based on multiple QoE
states, such as St

US and St
TA, it is important to map these

states onto an objective function based on the requirements
of stakeholders. Once we have determined the hypotheses
of multiple QoE states, we need to determine what they
actually mean together. For example, if �user satisfaction�
in terms of call quality is �good� while the user is �not
willing to accept the technology�, what does this statement
mean? One situation can be that �user is not happy with
the overall QoE being offered to him/her�. This arises the
challenging task of correctly determining an overall QoE
situation. Even with this simple example, we can realize
the complexity of making a correct decision. We gather
that there is inherent uncertainty associated with: a.) deter-
mining the hypotheses of each QoE state. For this we use
BNs; and b.) in making an overall decision regarding QoE.
For this, we use decision-theory [36], [39]. In the next sec-
tion, we discuss our decision-theoretic approach for QoE
measurement and prediction.

3.2 Bayesian Networks and Utility Theory for
Quality of Experience Measurement

This section presents CaQoEM for QoE measurement and
prediction. Fig. 5. shows our overall approach. At the low-
est level, values for context attributes such as at

packetloss
and at

location are collected. At the intermediate level, context

states such as St
US and St

TA are probabilistically inferred.
As we aim to �nd a single numerical value to measure
the overall QoE, utility value (utility nodes are shown
as diamond nodes) for each context state is computed.
These utility values are added as a linear weighted sum
to determine a single scalar value. This scalar value is
mapped to an interval scale to determine the overall QoE
situation (Rt

QoE).
In CaQoEM, each QoE parameter is represented as a

context state in a BN (see Figs. 4 and 5). Firstly, using
a BN, stakeholders can infer the probability of hypothe-
sis pertaining to each alternative. For example, P(St

US =
�excellent") = 0.90 and P(St

US = �very good") = 0.10.
Then using utility theory, a single scalar value (expected
utility (EU)) is determined. We assert that QoE measure-
ment by simply considering the hypothesis with highest
probability may be incorrect especially in case of small
datasets. For example, consider a case where P(St

US =
�excellent") = 0.51 and P(St

US = �very good") = 0.49. The
BN will classify St

US as �excellent� which is incorrect as we
have ignored users who have selected �very good� as the
outcome. This necessitates the need to consider all possi-
ble hypotheses. In this section, we will discuss how we
can deal with this problem by incorporating utility the-
ory [39] along with BNs to correctly infer and measure the
overall QoE.

The idea is to derive a scalar value for each context state
such as St

SA and St
TA. Later, these context states can be fused

together mathematically to determine the overall QoE sit-
uation (Rt

QoE). The idea of deriving scalar values for each
context state solves two problems regarding QoE measure-
ment. Firstly, it makes it possible to perform mathematical
operations such as taking a mean or standard deviation.
These mathematical operations cannot be applied directly
in most of the QoE measurement techniques where rank
ordered scales such as the Likert and absolute category
scales (ACR) are considered [16], [18], [25], [27]. Lastly,
using these scalar values, we have a chance to deal with
imprecision and uncertainty as we get a �ner control to
map these values according to any scale we like.

It is important to understand that when human subjects
give a rating regarding their QoE, they usually prefer one
outcome over another. For example, on a 5-point Likert
scale, users give a rating of �5� for �excellent� and �1�
for �poor�. Thus, users prefer one outcome over another
and try to give maximum value to best alternative on the
scale. Thus, we can directly use the principle of maximum
expected utility (MEU) [36], [39] to derive the scalar value
for each context state. The MEU principle states that a ratio-
nal agent (users) should choose an action (give rating) that
maximizes the agent�s expected utility (of each context state
such as St

US) [39]. To measure the overall QoE on a single
scale based on several QoE states, we de�ne a global utility
function (GU(QoE)) which can encompass in a generic way
all context attributes and states.

Based on decision theory [19], [36], we de�ne the alterna-
tives (a � A), hypotheses (h � H) and evidence variables (e).
P(€) represents the belief of an agent in a hypothesis and
U(€) encodes the preference on the numerical scale. For St

i ,
h and each alternative a, we have a U(h, P(h)) describing




